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ABSTRACT: Dye-sensitized solar cells (DSSCs) often utilize transition
metal-based chromophores for light absorption and semiconductor
sensitization. Ru(II)-based dyes are among the most commonly used
sensitizers in DSSCs. As ruthenium is both expensive and rare, complexes
based on cheaper and more abundant iron could serve as a good alternative.
In this study, we investigate Fe(II)-bis(terpyridine) and its cyclometalated
analogues, in which pyridine ligands are systematically replaced by aryl
groups, as potential photosensitizers in DSSCs. We employ density
functional theory at the B3LYP/6-31G*,SDD level to obtain the ground
state electronic structure of these complexes. Quantum dynamics
simulations are utilized to study interfacial electron transfer between the
Fe(II) photosensitizers and a titanium dioxide semiconductor. We find that
cyclometalation stabilizes the singlet ground state of these complexes by 8−
19 kcal/mol but reduces the electron density on the carboxylic acid attached to the aryl ring. The results suggest that
cyclometalation provides a feasible route to increasing the efficiency of Fe(II) photosensitizers but that care should be taken in
choosing the substitution position for the semiconductor anchoring group.

1. INTRODUCTION

Dye-sensitized solar cells (DSSCs) are a cheaper alternative to
conventional crystalline semiconductor-based solar cells thanks
to their low fabrication cost.1−5 In contrast to conventional
solar cells, the component (dye) responsible for the light
absorption process in DSSCs is separated from the components
involved in the transportation of charge carriers (electrons and
holes).2,3 Graẗzel and co-workers have utilized numerous
Ru(II)-polypyridines as sensitizers in DSSCs, reaching device
efficiencies of over 10%.4−8 Replacing Ru(II) in the polypyridyl
dye with environmentally benign and earth-abundant Fe(II)
can further reduce the cost of DSSCs.
The ability of Fe(II)-polypyridines to photosensitize TiO2

was first demonstrated by Ferrere and Gregg in a system in
which [Fe(bpy-dca)2CN2] (bpy-dca = 2,2′-bipyridine-4,4′-
dicarboxylic acid) dye is attached to TiO2 via the carboxylic
acid linker.9 This system exhibits band-selective sensitization
from the initially excited short-lived metal-to-ligand charge
transfer (MLCT) states, indicating that sensitization is possible
even for complexes that do not possess long-lived photoactive
excited states. Subsequently, the effect of solvent and different
substituents on the absorption properties of [Fe(L)2CN2] (L =
substituted 2,2′-bipyridine) was studied, showing that a
carboxylic acid linker couples the dye to TiO2 more efficiently
than a phosphonic acid linker.10 Later, Meyer and co-workers
reported two possible sensitization mechanisms in
[Fe(bpy)(CN)4]

2−-TiO2 assemblies: (1) direct sensitization
in which an electron is excited from the Fe(II) center directly
into Ti(IV) sites on TiO2 and (2) indirect sensitization

involving interfacial electron transfer (IET) from the initially
populated MLCT states of the dye into the conduction band
(CB) of TiO2.

11 Direct semiconductor sensitization was also
observed by Lian and co-workers employing non-polypyridyl
Fe(II) dyes such as [Fe(CN)6]

4−.12

Despite the initially promising results, Fe(II)-polypyridine
chromophores are not popular because Fe(II)-sensitized solar
cells have a very low overall efficiency compared to that of their
Ru(II)-based analogues. The main problem with the utilization
of Fe(II) dyes in DSSCs is their low ligand field strength that
results in the presence of a low-lying metal-centered (MC) 5T
state in these complexes. Upon initial photoexcitation from the
1A ground state into a manifold of photoactive MLCT states,
Fe(II)-polypyridine dyes undergo intersystem crossing (ISC)
into the metal-centered 5T state on a subpicosecond time
scale.13−16 The MC states are photoinactive and unable to
undergo IET into the semiconductor.17,18 The short lifetime of
the photoactive 1,3MLCT states thus represents the main
obstacle to the utilization of Fe(II)-polypyridines as a sensitizer
in DSSCs.9,10,14−16

There are at least two possible routes toward improving the
efficiency of Fe(II)-sensitized solar cells. The first route
endeavors to increase the rate of IET so that it becomes
more competitive with the ISC process. We have recently
shown that the IET rate in Fe(II) dye-semiconductor
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assemblies can be tuned by a judicious choice of the
semiconductor anchoring group.19

The approach undertaken in this work aims to increase the
lifetime of photoactive MLCT states by slowing or completely
eliminating ISC so that IET becomes a dominant decay
pathway. This can be achieved in principle for Fe(II)-
polypyridines by synthetic modifications that increase the
ligand field strength of the coordinating ligands. War̈nmark,
Sundström, Persson, and co-workers have shown the presence
of a long-lived excited state (τISC = 9 ps) in an Fe(II) complex
with N-heterocyclic carbene ligands [Fe(CNC)2]

2+ (CNC =
2,6-bis(3-methylimidazole-1-ylidine)pyridine).20,21 McCusker
and co-workers have reported an approach to the 5T/3T
crossing point in the [Fe(dcpp)2]

2+ (dcpp = 2,6-bis(2-
carboxypyridyl)pyridine) complex that displays an almost
ideal octahedral geometry.22 Computational studies by Dixon
et al. also suggest that the presence of one or two Fe−C bonds
in cyclometalated Fe(II)-bisterpyridine complexes will have
beneficial effects on their light-harvesting properties.23,24

This work presents a computational study of a series of
cyclometalated Fe(II)-polypyridine complexes. All complexes
are derived from the [Fe(tpy)2]

2+ parent complex (tpy =
2,2′;6′,2″-terpyridine), in which the neutral pyridine groups are
systematically replaced by negatively charged aryl moieties
(Figure 1). Complex 7 was chosen as the only representative of
triply cyclometalated Fe(II) complexes because we expected to
see the largest impact on the ligand field strength when the
three Fe−C bonds were placed along three different axes. The
aim is to determine the changes in the ligand field strength of
these complexes upon cyclometalation characterized by 1A−5T
energy differences, as well as to explore their ability to sensitize
the TiO2 semiconductor.

2. METHODS
2.1. Molecular Structure Optimization and Ground State

Spin Multiplicity. Complex 1 and its cyclometalated analogues 2−7
(Figure 1) were optimized in their singlet and quintet states employing
the B3LYP functional25−27 with the SDD effective core potential and
associated basis set for Fe28 and the 6-31G* basis set for all other
atoms (C, H, O, and N).29,30 Homoleptic complexes with carboxylic

acid at the 4′ position of the terpyridine-based ligand (1a, 4a), the 4
and 4″ positions (1b, 4b), and the 4, 4′, and 4″ positions (1c, 4c) were
fully optimized utilizing the same methodology (Figure S8 in the
Supporting Information (SI)). Optimizations were carried out in
vacuum using an ultrafine grid. Vibrational frequency analysis was
performed at every optimized structure to confirm that potential
energy minima were found. For the high-spin states, natural
population analysis31 was performed to verify a metal-centered
electronic state. All calculations on the molecular complexes were
carried out using Gaussian09.32

Hybrid density functional theory (DFT) functionals (e.g., B3LYP)
often incorrectly favor the high-spin state as the ground state.33 In
general, the calculated relative stabilities of high-spin and low-spin
states depend on the amount of Hartree−Fock exact exchange used in
the hybrid functional.33,34 In this study, ground state multiplicity of
cyclometalated complexes 2−7 was determined by comparison to
complex 1 using an approach discussed in a previous work.33 The
energy differences (ΔEHS/LS, HS/LS = high-spin/low-spin) between
the optimized singlet and quintet states of complexes 1−7, defined as

Δ = −E E EHS/LS quintet singlet (1)

where Equintet is the total energy of the fully optimized 5T state and
Esinglet is the total energy of the fully optimized 1A state, were
calculated at differing amounts of exact exchange (0, 5, 10, 15, 20, and
25%) present in the B3LYP functional. The trends in ΔEHS/LS relative
to the admixture of exact exchange (c1) for complexes 2−7 were then
compared to that of complex 1, which is known to be singlet in its
ground state.

2.2. Dye-Semiconductor Assemblies. All periodic system
optimizations were performed using the Vienna Ab initio Simulation
Package (VASP).35−38 These calculations were performed at the
PBE39,40 level of theory with the projector augmented wave method41

and basis set expansion terminated at 500 eV. As we previously
reported,17,18 the unit cell for bulk anatase was obtained with 13 × 13
× 13 k-point sampling. The tetragonal lattice was found to have lattice
vectors of a = b = 3.81 Å and c = 9.77 Å. The unit cell was extended
and cut at the (101) surface and functionalized by pyridine-4-
carboxylic acid17,18 or benzoic acid in either monodentate or bidentate
binding modes. The isonicotinic acid-TiO2 and benzoic acid-TiO2

assemblies were relaxed along with the top two layers of Ti and the top
four layers of O using 5 × 3 × 1 k-point sampling with lattice vectors
of a = 15.25 Å, b = 10.49 Å, and c = 26.00 Å.

Figure 1. [Fe(tpy)2]
2+ (complex 1) and its cyclometalated analogues 2−7 investigated in this study.
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Complexes 1a, 4a, 4b, 4c, and 4c′ were optimized with the
carboxylic acid group, and the lower half of the pyridine or aryl ring
(three carbon and two hydrogen atoms) was constrained at surface-
optimized geometries. These nonperiodic constrained optimizations
were performed employing the Gaussian09 software package at the
B3LYP/SDD 6-31G* level of theory. The dyes were then attached to
the extended TiO2 surface using the pyridine-TiO2 or aryl-TiO2

structures as a reference,42 resulting in a dye-TiO2 supercell with
dimensions of 30.49 × 31.46 × 40.00 Å3.
2.3. Interfacial Electron Transfer Simulations. Interfacial

electron transfer (IET) in dye-semiconductor assemblies (1a-, 4a-,
4b-, 4c-, and 4c′-TiO2) was investigated by means of quantum
dynamics simulations, in which the time-dependent electronic wave
function |Ψ(t)⟩ is propagated according to the extended Hückel (EH)
Hamiltonian.17,18,43−46 The methodology is described in detail in refs
45 and 46.
Excited states of Fe(II)-polypyridine complexes in the visible

spectral region serve as initial states for IET and are generally assigned
to d → π* transitions into the low-lying polypyridine-localized π*
orbitals.17,18,47,48 Time-dependent density functional theory (TD-
DFT) calculations were employed in our previous studies of Fe(II)-
polypyridine-TiO2 assemblies to determine which virtual orbitals
become populated upon visible excitations.17−19 The appropriate
virtual orbitals were then used to construct the initial states for IET
simulations. However, TD-DFT is unable to properly reproduce the
absorption spectrum of the [Fe(tpy)2]

2+ complex.47 For example, TD-
DFT spectra obtained at the B3LYP level of theory do not describe the
intense peak found in the lower energy region of the experimental
spectra at around 540 nm (ref 49 and Figure S9 in the SI).49

Therefore, we have chosen not to create the initial states based on the
TD-DFT results, which is in contrast to our previous work.17,18,50 The
initial states for the IET simulations, |Ψ(0)⟩, were constructed from
EH virtual orbitals that match LUMO through LUMO+7 Kohn−Sham
(KS) orbitals obtained from the ground state DFT calculations.
LUMO through LUMO+7 KS orbitals correspond to the lowest
energy virtual orbitals with π* character and act as representative states
for the low-lying polypyridine-localized π* orbitals that become
populated upon excitation. Although this change in the computational
protocol allows us to compare the efficiency of IET processes in
various dye-semiconductor assemblies, it prevents us from associating
IET rates with the absorption bands in the visible region and from
calculating theoretical internal quantum efficiencies in 1-TiO2 and 4-
TiO2 assemblies.

17−19

Alvarez’s parameter set51 employed in the EH calculations was
reparameterized to obtain the best match between the KS and EH
orbitals for complexes 4a−c′, with nodal structure and energy ordering
of the KS orbitals obtained from the B3LYP/SDD,6-31G* calculations
as a reference. The modified parameters employed in EH calculations
can be found in Table S1 of the SI. The default, unmodified Alvarez’s
parameter set was employed for calculations on complex 1a, as the EH
orbitals provided a satisfactory match for the KS orbitals.
The initial states for the IET simulations (i.e., LUMO−LUMO+7

EH orbitals of the dye) evolved over time according to the time-
dependent Schrödinger equation for the entire dye-TiO2 system.
Survival probability, or the probability that at time t the electron is still
localized on the dye, was determined by projecting the time-evolved
electronic wave function of the dye-TiO2 system onto the atomic
orbitals of the dye at each simulation step.45

All quantum dynamic simulations were run for 2 ps with a time step
of 0.1 fs in vacuum at a frozen geometry. Periodic boundary conditions
with the super cell of 30.49 × 31.46 × 40.00 Å3 dimensions and k-
point sampling of 1 × 1 × 1 were utilized in all calculations. Absorbing
potentials corresponding to the imaginary terms in the diagonal
elements of the Hamiltonian were assigned to the bottom layer of Ti
to prevent artificial recurrences in the electron-transient population.
Survival probabilities obtained from the IET simulations were fit to

a linear combination of exponential functions according to the
expression

∑= =α

=

−P t C N( ) e , 1, 2, 3
i

N

i
t

1

i

(2)

with the constraint P(0) = 1 satisfied by ∑i=1
N Ci = 1 (N = 1, 2, 3).

Goodness of fit for each simulation was determined by requiring
that the coefficient of determination R2 > 0.95. The fit with the
smallest N satisfying this condition was chosen for further analysis.
Single or double exponential fits were sufficient for most of the
simulation results, with very few requiring a triple exponential fit. The
characteristic IET time (τIET or ⟨t⟩) was calculated as the expectation
value of the survival probability according to

∫
∫

τ = ⟨ ⟩ =

∞

∞t
t P t t

P t t

( ) d

( ) d
IET

0

0 (3)

where ∫ 0
∞P(t) dt is the normalization constant.

Electron densities on the carboxylic acid linker group were
determined from Mulliken population analyses52 for each state to
understand their correlation with the τIET.

3. RESULTS AND DISCUSSION
3.1. Ground State Structure and Spin Multiplicity.

Complex 1 and its cyclometalated analogues 2−7 were
optimized in both singlet and quintet spin states. [Fe(tpy)2]

2+

(1) has been reported to be singlet53−61 in the ground state.
Comparison of the optimized structure of complex 1 with all of
the crystal structures reported in the literature reveals that the
B3LYP functional overestimates the bond lengths by 1.99−
3.14% and underestimates the bite angles (N1−Fe−N3, N4−
Fe−N6) by at most 0.60% (for details, see Table S2 and Figure
S11 of the SI). Relatively small deviations between the
calculated and experimental structures suggest that the chosen
methodology is well suited for determination of molecular
structures of Fe(II)-terpyridine-based complexes.
The B3LYP functional, however, incorrectly predicts quintet

ground state multiplicity for complex 1. The calculated ΔEHS/LS
is −1.24 kcal/mol suggesting a quintet ground state, whereas
complex 1 is experimentally known to be singlet in its ground
state.53 This is not unusual for DFT calculations, because the
relative stabilities of high-spin and low-spin states depend
strongly on the amount of exact exchange in the DFT
functional.33,34 It was shown previously that the error in
ΔEHS/LS is similar for a set of structurally related complexes.33

Structurally related complexes are defined as those that
undergo similar changes in Fe-ligand bond lengths (ΔR)
between the high-spin and low-spin structures. Complexes 1−7
are structurally related as they all have a similar ΔR (Table 1).
Therefore, one can predict the ground state multiplicity of
complexes 2−7 by comparing the calculated ΔEHS/LS for these
complexes to the ΔEHS/LS obtained for complex 1.
Data for ΔEHS/LS relative to the admixture of exact exchange

(c1) in the B3LYP functional for complexes 1−7 were fit to a
linear equation with the common slope of −171.87 kcal/mol
(also see Figure S12, SI). The intercept for each complex, the
coefficient of determination for each fit (R2), and ΔΔEHS/LS,
defined as

ΔΔ = Δ − ΔE E E 1
HS/LS HS/LS HS/LS (4)

where ΔEHS/LS1 is the ΔEHS/LS for complex 1, are given in Table
1. Because complex 1 is experimentally known to be singlet in
its ground state, a positive ΔΔEHS/LS value indicates an increase
in the singlet−quintet energy gap and further stabilization of
the singlet ground state in comparison to the singlet−quintet
energy gap of complex 1. As can be seen from Table 1,
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cyclometalation stabilizes the singlet state relative to the quintet
state, and complexes 2−7 are all predicted to be singlet in their
ground states. The extent of stabilization ranges from 8 to 19
kcal/mol and depends on the location and number of
cyclometalation sites.
3.2. Ground State Electronic Structure. 3.2.1. Electronic

Structure of Complexes 1−7. The Kohn−Sham (KS) orbital
energy levels for complexes 1−7 are shown in Figure 2. Solvent

effects (water) were accounted for in these calculations via the
PCM model. An analogous energy level diagram obtained
without the inclusion of solvent effects (vacuum) can be found
in Figure S13 of the SI. The overall trend in HOMO−LUMO
gaps is similar for calculations in water and in vacuum.
As can be seen in Figure 2, cyclometalation of complexes 2−

7 destabilizes both HOMO and LUMO relative to those of
complex 1. The energies of HOMOs in complexes 2 and 3,
which have one metal−aryl bond, are destabilized by 1.15 and
1.11 eV, respectively. On the other hand, LUMOs of complexes
2 and 3 are destabilized by only 0.38 and 0.45 eV, respectively.
Clearly, the extent of destabilization is greater for HOMO than
LUMO in the cyclometalated complexes, leading to an overall
decrease in the HOMO−LUMO gap. The HOMO−LUMO
gap progressively decreases from 3.85 eV in complex 1 to 2.50
eV in complex 7 with three metal−aryl bonds. This correlates
well with the observed trends in analogous cyclometalated Ru
complexes, in which negative shifts of 0.5−0.8 eV were

observed in the oxidation potentials, but reduction potentials
decreased by only 0.2−0.4 eV.62

The three highest occupied KS orbitals, HOMO−2−
HOMO, correspond to the t2g orbital set for all of the
complexes investigated. Aryl acts as a stronger π donor than
pyridine with respect to the t2g orbitals (compare t2g orbitals of
complexes 2 and 1 in Figure 3). Thus, the degeneracy of the t2g
orbital set is reduced in singly and doubly cyclometalated
complexes, as can be seen in Figure 2.

The four lowest unoccupied KS orbitals can be described as
ligand-based π* orbitals. Replacement of the pyridine by an aryl
group in complexes 2, 3, and 5−7 significantly perturbs the
nodal structure of LUMO−LUMO+3 relative to 1, and they
become predominantly localized on the pyridine rings (Figure
3). In the case of homoleptic complex 4, the energy ordering of
the two degenerate orbital pairs (LUMO,LUMO+1; LUMO
+2,LUMO+3) is switched compared to that of complex 1.
Moreover, LUMO+2 and LUMO+3 have virtually no electron
density on the central aryl ring. A detailed table of HOMO−2−
LUMO+3 KS orbitals for 1−7 is provided in Figure S14 of the
SI.

3.2.2. Electronic Structure of Complexes 1 and 4
Functionalized with Carboxylic Acid. The effects of
functionalization with one (1a, 4a), two (1b, 4b), or three
(1c, 4c) carboxylic acid linkers on the energy levels of LUMO−
LUMO+3 orbitals of complexes 1 and 4 are shown in Figure 4.
The unoccupied orbitals of 1 and 4 stabilize when function-
alized with the linkers. Interestingly, the extent of the orbital
energy stabilization in complex 4 is more significant than in
complex 1. The energy ordering of the degenerate orbital pairs
(LUMO+2,LUMO+3; LUMO,LUMO+1) is switched in
complexes 4b and 4c compared to that in complexes 4 and
4a. Nodal structures of all orbitals are available in Figure S15 of
the SI.
The average percent electron density on carboxylic acid

linkers in complexes 1a−c and 4a−c for LUMO and LUMO+2
orbitals is summarized in Table 2. The electron density was
averaged over all carboxylic acid linkers attached to the central
rings (4′ position) and side rings (4 and 4″ positions).
Interestingly, there is virtually no electron density on carboxylic
acid linkers attached to the aryl rings at the 4′ position in
LUMO and LUMO+2. At the same time, the density on the
linkers attached to the neighboring pyridyl rings (4 and 4″

Table 1. Changes in the Fe-Ligand Bond Lengths (ΔR)
between the High-Spin and Low-Spin Structures for
Complexes 1−7, Along with Their Intercept, Coefficient of
Determination (R2), and ΔΔEHS/LS

a

complex ΔR (Å) intercept (kcal/mol) R2 ΔΔEHS/LS (kcal/mol)

1 0.22 32.25 0.98 0.0
2 0.23 40.21 1.00 8.0
3 0.25 41.45 1.00 9.2
4 0.27 40.65 1.00 8.4
5 0.28 49.85 1.00 17.6
6 0.29 45.29 0.99 13.0
7 0.26 51.55 0.99 19.3

aCommon slope = −171.87 kcal/mol.

Figure 2. KS orbital energy levels of optimized complexes 1−7 after
single-point energy calculations using the PCM model for water as the
solvent. The optimized structures were obtained in vacuum using the
B3LYP functional with ECP (SDD) on Fe and the 6-31G* basis set on
C, H, and N. Numbers in parentheses are the HOMO−LUMO energy
gap in eV. Metal-based orbitals are in black, and LUMO is in green.
The t2g orbital set is HOMO−HOMO−2. Note, there are several π*
ligand-centered orbitals between LUMO and eg* not pictured here.

Figure 3. Selected t2g and π* orbitals of complexes 1 and 2.
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positions) increases relative to that of the parent complex. For
example, the electron density on the linker attached to the side
pyridyl rings (4 and 4″ positions) in complex 4b increases from
1.3 to 5.8% (LUMO) and from 1.2 to 4.9% (LUMO+2)
compared to that of complex 1b. Similarly, the electron density
on the linker attached to the side pyridyl rings (4 and 4″
positions) in complex 4c increases from 0.8 to 5.4% (LUMO)
and from 1.2 to 4.6% (LUMO+2) compared to that of complex
1c.

3.3. Dye-TiO2 Assemblies. Dye-TiO2 assemblies were
constructed on the basis of linker-TiO2 models (Figure 5).
Carboxylic acid was attached to the surface of TiO2 via
monodentate and bidentate attachment modes shown to be the
most stable in previous computational and experimental
studies.63−65 Isonicotinic acid served as a linker model for 1a-
TiO2 assemblies (see Figure 5 and Figure S17 of the SI),
whereas a benzoic acid model was used to construct the 4a-,
4b-, 4c-, and 4c′-TiO2 assemblies (Figure S18, SI).
The density of states calculated at the extended Hückel level

of theory for 1a-TiO2 and 4a−c′-TiO2 assemblies in a
monodentate attachment mode is shown in Figure 6. The
density of states for the bidentate attachment mode is virtually
identical and is provided in Figure S19 of the SI.
Dyes in all dye-TiO2 assemblies investigated introduce

occupied energy levels into the semiconductor band gap as
well as a number of virtual energy levels into the conduction
band of TiO2. Both HOMO and LUMO energy levels of
cyclometalated complexes 4a−c′ are destabilized with respect
to the HOMO and LUMO of parent complex 1a. Although the
HOMOs of cyclometalated complexes 4a−c′ have significantly
higher energy compared to that of their parent complex 1a,
they still remain below the edge of the conduction band of
TiO2.

Figure 4. KS orbital energy levels for complexes 1 and 1a−c (left) and 4 and 4a−c (right). The complexes were fully optimized in vacuum using the
B3LYP functional with SDD for Fe and the 6-31G* basis set for C, H, O, and N. The spin multiplicity is singlet. KS orbitals with the same nodal
structure are connected by a dashed line.

Table 2. Average Percent of Electron Density on the
Carboxylic Acid Linker Attached to the 4 and 4″ Positions
on the Side Ring (Pyridyl) or 4′ Position on the Center Ring
(1a−c = Pyridyl, 4a−c = Aryl)

LUMO LUMO+2

complex 4′ position 4 and 4″ positions 4′ position 4 and 4″ positions

1a 3.2 0.1
1b 1.3 1.2
1c 2.3 0.8 0.1 1.2
4a 0.0 1.1
4b 5.8 4.9
4c 0.0 5.4 0.0 4.6

Figure 5. Linker models (left) consisting of a TiO2 (101) surface with isonicotinic acid attached via a carboxylic acid linker in a monodentate (a1)
and bidentate attachment mode (a2) (top row) and benzoic acid attached via a carboxylic acid linker in a monodentate (b1) and bidentate
attachment mode (b2) (bottom row). An example of a dye-TiO2 assembly of complex 1a attached via monodentate carboxylic acid linkage is shown
(right).
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The nodal structures of the virtual EH MOs that were chosen
to serve as initial states for the IET simulations are shown in
Figure 7. The percent electron density on the carboxylic acid
linker for each of these initial states is summarized in Table 3.
Note that the percent electron densities on the linkers attached
at the 4′ position of the ligand are negligible in the LUMO and
LUMO+1 degenerate pair of complexes 4a (0.0 and 0.2%,
respectively) and 4c′ (0.0 and 0.7%, respectively). On the other
hand, a significant amount of electron density is displayed on
the linkers attached at the 4 and 4″ positions in the LUMO and
LUMO+1 degenerate pairs of complexes 4b (20.0 and 7.3%,

respectively) and 4c (23.6 and 4.1%, respectively). The nodal
structure of virtual MOs and the percent electron density on
the linker for dyes attached via a bidentate attachment mode
are very similar to that of the monodentate case and can be
found in Figure S20 and Table S12 of the SI.

3.4. Interfacial Electron Transfer Simulations. Charac-
teristic IET times (τIET) for the monodentate attachment
modes for the dye-TiO2 assemblies of complexes 1a, 4a, 4b, 4c,
and 4c′ are summarized in Figure 8. The EH MOs are arranged
in ascending order of their IET times for each dye-TiO2
assembly. The black dashed line at 100 fs represents the
characteristic time for the ISC process determined on the basis
of previous experimental studies on Fe(II)-polypyridyl-based
sensitizers.14−16 Note that the ISC process in cyclometalated
complexes 4a, 4b, 4c, and 4c′ is expected to be slower than that
of parent complex 1a due to a positive ΔΔEHS/LS as described
in section 3.1. The actual ISC rate, however, is unknown.
Somewhat surprisingly, cyclometalation slows electron

injection from the LUMO of complex 4a by two orders of
magnitude compared to that of complex 1a, even though the
LUMO of complex 4a is aligned better with the CB of TiO2

Figure 6. (left panel) EH orbital energy levels of 1 and 4 and their
carboxylic acid functionalized analogues 1a, 4a, 4b, 4c, and 4c′. (right
panel) The blue line represents the total density of states for the
whole-system (4c′-TiO2) assemblies, and the black line represents the
projected density of states for the dye only (4c′), convoluted using the
Gaussian line shape with HWHM of 0.05 eV. The linker is attached to
TiO2 in a monodentate mode.

Figure 7. Nodal structures of LUMO−LUMO+7 EH orbitals employed as initial states for IET simulations in 1a-TiO2 and 4a−c′-TiO2 assemblies
with a monodentate binding mode. The linker used to attach the dye to TiO2 is shown using an arrow.

Table 3. Percent of Electron Density on the Carboxylic Acid
Linker Attached in a Monodentate Attachment Mode to the
TiO2 in the Functionalized Dyes 1a, 4a, 4b, 4c, and 4c′

electron density on linker (%)

complex 1a 4a 4b 4c 4c′
LUMO 22.3 0.0 20.0 23.6 0.0
LUMO+1 0.0 0.2 7.3 4.1 0.7
LUMO+2 0.0 0.1 0.0 0.0 0.0
LUMO+3 0.0 5.2 4.4 4.3 0.0
LUMO+4 19.8 48.0 1.9 0.0 54.6
LUMO+5 0.0 2.5 1.7 0.0 0.0
LUMO+6 0.0 0.0 1.4 2.0 0.0
LUMO+7 0.0 0.0 0.0 1.5 0.0
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than the LUMO of complex 1a (Figure 6). The survival
probability plots and nodal structures for LUMOs of complexes
1a and 4a shown in Figure 9 indicate that the slow rate of IET

for complex 4a is due to the lack of electron density on the
carboxylic acid linker attached to the aryl ring. Moreover, the
fastest characteristic IET time obtained for cyclometalated
complex 4a (377 fs, LUMO+3 initial state) is 1 order of
magnitude larger than the fastest characteristic IET time
obtained for complex 1a (39 fs, LUMO+4 initial state). Overall,
cyclometalation negatively impacts the IET in 4a-TiO2
assemblies.
In contrast to complex 1a, complexes 4b and 4c display a

significant amount of electron density on the carboxylic acid
linkers that anchor these dyes to the TiO2 surface (Table 3).
The calculated IET rates in 4b-TiO2 and 4c-TiO2 assemblies
originating in the dye’s LUMO improve significantly compared
to that of 4a-TiO2. More importantly, several initial states in
each of these assemblies achieve subpicosecond IET rates.
The IET in the 4c′-TiO2 assembly is not as optimal as in the

4b-TiO2 and 4c-TiO2 assemblies but is more efficient than that
of the 4a-TiO2 assembly. Note that whereas 4c′-TiO2 and 4c-
TiO2 model the attachment of the same dye to the
semiconductor surface, the dye in the 4c′-TiO2 assembly is
attached to the surface via the carboxylic acid at the 4′ position
rather than at the 4 position. The drop in IET efficiency is most
likely due to the decrease in electron density on the linker at
the 4′ position.

Characteristic IET times were also calculated for dye-TiO2
assemblies with the carboxylic acid linker in the bidentate
attachment mode. Interestingly, the IET in such systems is less
efficient than in assemblies with the monodentate binding
mode. The overall trends in the behavior, however, are the
same for both attachment modes. These include deterioration
of IET in the 4a-TiO2 assembly and the increase in IET
efficiency in the 4b-TiO2 and 4c-TiO2 assemblies relative to
that of the 1a-TiO2 system. All data related to dye-TiO2
assemblies with the bidentate attachment mode can be found
in Table S24 and Figure S21 of the SI.
In summary, IET is clearly facilitated by an increase in the

electron density on the carboxylic acid linker, and the position
of the linker group (4 and 4″ vs 4′) is an important factor in
determining the efficiency of IET in the cyclometalated dye-
semiconductor assemblies.

3.5. Consequences of Cyclometalation for Dye
Sensitization. An ideal photosensitizer for DSSCs will be
chemically stable, absorb light over a wide range of visible
wavelengths, and undergo efficient IET into the semi-
conductor.1 Until now, the main obstacle to the utilization of
Fe(II)-polypyridines as photosensitizers in DSSCs has been the
very short excited state lifetime of their photoactive metal-to-
ligand charge transfer states due to the ultrafast ISC into the
manifold of low-lying ligand-field states.14,15

Our initial calculations on [Fe(tpy)2]
2+ and related

complexes suggest that cyclometalation may have several
beneficial consequences. First, the presence of Fe−C bonds
will stabilize the singlet ground state and increase the 1A−5T
energy gap in these complexes, which could have a positive
impact on the lifetime of the MLCT states. Recently,
War̈nmark and co-workers observed an unusually long-lived
MLCT excited state in an Fe(II) complex with four Fe−C
bonds, utilizing N-heterocyclic carbenes as ligands.20,21 This
was later explained as a consequence of an increase in the
1A−5T gap in these complexes.20 It is worth noting that the
magnitude of the increase in the 1A−5T gap in the complexes
studied here depends on both the number of Fe−C bonds and
the site of cyclometalation. For example, the 1A−5T gap
increases by approximately 8−9 kcal/mol for complexes 2 and
3 with a single Fe−C bond relative to complex 1. The 1A−5T
gap in doubly cyclometalated complexes increases by either 8
kcal/mol in complex 4, in which the two Fe−C bonds are on
the same axis, or 13−18 kcal/mol when the two cyclometalated
sites lie along different axes, such as in complexes 5 and 6. The
increase in the 1A−5T gap in triply cyclometalated complex 7 is
only marginally higher than in complex 5. Overall, cyclo-
metalation of the side rings of the terpyridine ligand seems to
have a much bigger impact on the 1A−5T energy gap than
cyclometalation of the central ring (compare ΔΔEHS/LS for
complexes 4, 5, and 6 in Table 1).
Additional consequences of cyclometalation for ground state

electronic structure include reduced degeneracy of the t2g
orbital set, a decrease of the HOMO−LUMO gap, and
destabilization of both HOMO and LUMO energies. Because
the MLCT transitions that constitute a large portion of the
visible spectrum in these complexes originate in the metal-
centered t2g orbitals, the reduced degeneracy will likely result in
broadening of the absorption spectrum. A decrease in the
HOMO−LUMO gap might also result in a red-shift of their
absorption spectra in comparison to that of complex 1. Both of
these changes should be beneficial for light harvesting, as they
would result in absorption over a wider range of the visible

Figure 8. Characteristic IET times (τIET) for LUMO−LUMO+7
Hückel orbitals of dye-TiO2 assemblies of 1a, 4a, 4b, 4c, and 4c′
(monodentate attachment mode) obtained from exponential fits to the
survival probability. The dashed line at 100 fs represents the
characteristic ISC time for complex 1a. ISC rates for complexes 4a−
c′ are not known.

Figure 9. Survival probability of LUMOs of parent complex 1a and its
cyclometalated analogue 4a.
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spectrum. Destabilization of both HOMO and LUMO energies
could also be beneficial for light harvesting, as it would place
the LUMO higher into the conduction band of TiO2, thus
increasing the driving force for IET.
On the other hand, destabilization of HOMO and LUMO

energies resulting in a large change in the redox potentials of
cyclometalated dyes could cause significant problems for IET.
For dye sensitization to work properly, the dye needs to insert
its occupied energy levels (including the HOMO) into the
band gap of TiO2, whereas the lowest energy virtual orbitals
have to be aligned with the conduction band of TiO2.
Significant changes in the redox potential of the dyes caused
by cyclometalation could cause the HOMO and LUMO to be
misaligned with the valence and conduction bands of TiO2. Our
semiempirical calculations suggest that doubly cyclometalated
dyes will be able to sensitize TiO2 despite the shift in the
HOMO and LUMO energy levels (Figure 8). It is unclear,
however, whether the energy levels of triply cyclometalated
dyes will still be properly aligned with the TiO2 energy bands.
Another concern related to cyclometalation is the positioning

of the ground state oxidation potential of the dye compared to
the redox coupling of the I−/I3

−electrolyte (∼0.5 eV relative to
the normal hydrogen electrode). The regeneration of dye in
DSSCs with the I−/I3

− electrolyte may become difficult or
impossible because the energy of HOMO becomes destabilized
(Figure 2),62 and the use of alternative redox shuttles might be
necessary to regenerate cyclometalated Fe(II)-polypyridines.66

Accurate calculations of redox potentials of these new
cyclometalated dyes are needed to further investigate this issue.
Finally, it is important to consider IET efficiency in

cyclometalated dye-TiO2 assemblies. Previous experimental
and computational studies suggested that both the amount of
electron density on the linker as well as the placement of virtual
orbitals involved in photoexcitation with respect to the edge of
the conduction band of the semiconductor influence the rate of
IET in dye-semiconductor assemblies.2,9,17,18,67,68 In general,
electron density on the linker facilitates electronic coupling
between an excited state of the dye and the acceptor states in
the conduction band semiconductor and results in faster IET
rates.2,19 The placement of the virtual energy levels high in the
CB of the semiconductor improves the driving force for IET.19

For the cyclometalated complexes investigated here, there is a
trade-off between the percent of electron density on the linker
group and the energy of virtual orbitals. In complex 4a for
example, the LUMO−LUMO+1 pair has high energy that
places it well into the CB of TiO2 but has significantly reduced
electron density. The energy of LUMO in complexes 4b and 4c
is lower compared to that of complex 4a, whereas the electron
density increases in the former relative to that of the latter.
Both the energy of LUMO and the electron density on the
carboxylic acid linkers at the 4′ position are reduced in complex
4c′.
In summary, our results suggest that the cyclometalated

complexes will display an ability to sensitize TiO2 at least equal
to that of parent complex 1 assuming that the carboxylic acid
linker is attached to a pyridine rather than an aryl ring.

4. CONCLUSIONS
Cyclometalated Fe(II) complexes based on [Fe(tpy)2]

2+, in
which one, two, or three neutral pyridine ligands were
substituted by negative aryl ligands, were investigated as
possible photosensitizers in DSSCs. The aim of this work was
to determine whether cyclometalation stabilizes the singlet

ground state and if the cyclometalated complexes can sensitize
TiO2.
Density functional theory calculations performed on

complexes 1−7 suggest that cyclometalation stabilizes the 1A
ground state and increases the energy difference between the
1A and 5T states by 8−19 kcal/mol. The amount of 1A
stabilization depends on the total number (one, two, or three)
and position (center or side) of the aryl groups. Cyclo-
metalation therefore has the potential to decrease the ISC rate
between 1,3MLCT and 5MC states, thus increasing the lifetime
of photoactive MLCT states. Further computational studies
investigating relative energetic ordering and potential energy
surfaces of all electronic states involved in the intersystem
crossing cascade (1A, 1MLCT, 3MLCT, 3T, 5T) are necessary
to obtain a better understanding of the ISC processes in these
systems.
Cyclometalation also has consequences for the light-harvest-

ing properties of Fe(II)-polypyridine complexes. Both HOMO
and LUMO of complexes 2−7 are destabilized in comparison
to that of complex 1. The extent of destabilization is greater for
HOMO than LUMO, leading to a decrease in the HOMO−
LUMO gap. Cyclometalated complexes will therefore likely
absorb light at lower energy wavelengths. The degeneracy of
the t2g orbital set is also reduced with cyclometalation, which
could lead to absorption over a broader range of visible
wavelengths.
The increase in the HOMO and LUMO energies of

complexes 2−7 suggests that the redox potentials of cyclo-
metalated dyes will differ from that of complex 1. Fine-tuning
of the ligand π* and t2g energy levels may therefore be
necessary to ensure that the HOMO and LUMO of the
cyclometalated dyes are properly aligned with the energy bands
of the TiO2 semiconductor and that the oxidized dyes can be
reduced by the electrolyte used in the DSSC.
Quantum dynamics simulations of IET in 1-TiO2 and 4-TiO2

assemblies indicate that cyclometalated complexes will sensitize
the TiO2 semiconductor upon photoexcitation with an
efficiency similar to or better than that of the [Fe(tpy)2]

2+

parent complex. The carboxylic acid linker should be attached
to the pyridine group rather than the aryl group of the ligand to
facilitate efficient IET.
In conclusion, cyclometalation can potentially improve

absorption properties of Fe(II) dyes and may slow the ISC
rate by destabilizing the 5T state relative to the 1A ground state.
Cyclometalated Fe(II) complexes will display an ability to
sensitize TiO2 at least equal to that of parent complex 1, but
only when the semiconductor anchoring group is attached to a
pyridine rather than an aryl ring. Although cyclometalation
appears to be a promising way to improve the sensitization
capabilities of Fe(II)-polypyridines, further theoretical and
experimental work is needed to confirm these observations.
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